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Getting Into Reasoning Models
Way making the LLMs smarter on generating answers



Reasoning Models

• Reasoning models are new large language 

models trained with reinforcement learning 

to perform complex reasoning. Reasoning 

models think before they answer, producing 

a long internal chain of thought before 

responding to the user. Reasoning models 

excel in complex problem solving, coding, 

scientific reasoning, and multi-step planning 

for agentic workflows

Explore advanced reasoning and problem-solving models

Reference: OpenAI



Reasoning models introduce 

reasoning tokens in addition to 

input and output tokens. The 

models use these reasoning 

tokens to "think", breaking down 

their understanding of the 

prompt and considering multiple 

approaches to generating a 

response. After generating 

reasoning tokens, the model 

produces an answer as visible 

completion tokens, and discards 

the reasoning tokens from its 

context

How does 
it work?

Chain-of-Thought (CoT) 
based Finetuning



Reasoning can be experts on any concepts.



How It Differs From Normal LLMs?

Large Language Models

• Best for Content Creation

• Simple Task Accuracy

• High Hallucination Rate

Large Reasoning Models

• Best for Scientific Research

• Complex Task Accuracy

• Low Hallucination Rate

Please consider with the user of each 

task, along with the consideration of 

usage and pricing of the token from 

the model generation.



OpenAI o1 and o1-mini
OpenAI’s o-family, and its reasoning features



OpenAI o1 series models

The most capable model 
in the o1 series, 

offering enhanced reasoning 
abilities.

A faster and more cost-efficient 
option in the o1 series, ideal for 

coding tasks requiring speed and 
lower resource consumption.

o1-preview o1-mini



What can OpenAI o1 do?

Mathematical 
operations

Correlation 

detection

Deep 
analysis



Developer notes if you have used previous models

• Not a straight upgrade from GPT 4o!  Use this tool for the right jobs.  

• Current o1-preview status:
• No system message

• No parameters (like temperature, etc.)

• No function calling  

• Modality is text-in, text-out

• Token limits: input 128K, output 32K (o1-preview) or 65K (o1-mini)

• It has more latency and uses more tokens than previous models.  



It has shone in the evals and safety leaderboards…

Dataset Metric gpt-4o o1-preview

Competition Math
AIME (2024)

cons@64 13.4 56.7

pass@1 9.3 44.6

Competition Code
CodeForces

Elo 808 1,258

Percentile 11.0 62.0

GPQA Diamond
cons@64 56.1 78.3

pass@1 50.6 73.3

Biology
cons@64 63.2 73.7

pass@1 61.6 65.9

Chemistry
cons@64 43.0 60.2

pass@1 40.2 59.9

Physics
cons@64 68.6 89.5

pass@1 59.5 89.4

MATH pass@1 60.3 85.5

MMLU pass@1 88.0 92.3

Safety Metric GPT-4o o1-preview

% Safe completions on harmful prompts 
Standard

0.990 0.995

% Safe completions on harmful prompts 
Challenging: jailbreaks & edge cases

0.714 0.934

↳ Harassment (severe) 0.845 0.900

↳ Exploitative sexual content 0.483 0.949

↳ Sexual content involving minors 0.707 0.931

↳ Advice about non-violent wrongdoing 0.688 0.961

↳ Advice about violent wrongdoing 0.778 0.963

% Safe completions for top 200 with highest 
Moderation API scores per category in 
WildChat
Zhao, et al. 2024

0.945 0.971

StrongREJECT jailbreak eval
Souly et al. 2024

0.220 0.840

Human sourced jailbreak eval 0.770 0.960

% Compliance on internal benign edge cases 
“not over-refusal”

0.910 0.930

% Compliance on benign edge cases in XSTest
Röttger, et al. 2023

0.924 0.976

https://arxiv.org/abs/2405.01470
https://arxiv.org/abs/2402.10260
https://arxiv.org/abs/2308.01263


How does it do 
in the real problems?



© Copyright Microsoft Corporation. All rights reserved. 

Here is a prompt:

Please plan a weekly schedule for all 3 of my kids for the summer 
of 2024 (July 8 – August 23).  I would like them to be enrolled in 
camps most weeks.  Please choose the same 2 weeks for family 
time where they won’t be in camps.  These 2 weeks don’t have to 
be consecutive; just pick any two weeks for all 3 kids to be off at 
the same time.  Here is information about each kid so you can 
choose the best camps for them.  
• Tori is 16 (entering grade 12) and loves baking and dance.  
• Fiona is 12 (entering grade 8) and enjoys reading, writing, and 

soccer.  
• Gabe is 10 (entering grade 5) and loves martial arts, 

superheroes, and video games, especially Minecraft and 
Roblox.  

They all love swimming.  I’m open to exploring other classes they 
may enjoy, but please make sure they each have at least 2 classes 
involving these above activities they love.  They should take a 
different class each week (no duplicates of the same class for the 
same kid).  

Your output should be a matrix of each week of the summer by 
each kid, and what they are doing that week (either the title of the 
camp class they would enjoy, or a family time week where they 
are all off together). 



Of note!!

• Camps are one single week

• Camps are limited to 
certain grades

• There is a lot going on with 
this formatting

Reference:
https://www.schoolcraft.edu/ppl/wp-
content/uploads/sites/4/2024/01/20231120_PPL_Kids_
On_Campus_Schedule_Summer_2024_05.pdf 

https://www.schoolcraft.edu/ppl/wp-content/uploads/sites/4/2024/01/20231120_PPL_Kids_On_Campus_Schedule_Summer_2024_05.pdf
https://www.schoolcraft.edu/ppl/wp-content/uploads/sites/4/2024/01/20231120_PPL_Kids_On_Campus_Schedule_Summer_2024_05.pdf
https://www.schoolcraft.edu/ppl/wp-content/uploads/sites/4/2024/01/20231120_PPL_Kids_On_Campus_Schedule_Summer_2024_05.pdf


Key Takeaway:
Big strength of o1 model is keeping track of a 
large quantity of details and keeping up with 
the nuance.



More Examples (where details matter)

Codebase Changes Agentic Workflows Productivity

Using the provided 
documentation below, 
summarize the key 
changes between API 
versions.  Then craft a 
blog post announcing 
the changes for 
audience of software 
developers.

You are driving a Minecraft character.  

Your goal is to obtain a diamond sword.  

Assume that you just started the game, 

and the only thing in your inventory is a 

crafting table.  

You have the following tools at your 

disposal:

+ wander(target) – walk around until 

you find the specified target.  The target 

can be a mob or an entity like a type of 

tree.

+ punch(target) – hit the target with 

your bare hands.  The target can be a 

mob or an entity like a type of tree.

...

Build a plan using the tools to get a 

diamond sword.

Check the University of 

Michigan football schedule 

against my calendar and let me 

know if there are any conflicts.  

# University of Michigan 

football schedule:

<insert>

__________________

# My calendar in ics format:

<insert long text version of ics 

file here>



Execution with GPT-4o 

Tori was placed in both “Curtain Call: Honing Your Acting Skills” and “Baker’s Academy” classes which are only offered for 
grades 7-9, and she is in 12th grade.  

Tori was placed in “Welding Techniques & Unique Art” on the week of August 12, and it is only offered the week of August 5.  
Same with “Fashion Design & Illustration” (offered on July 8, and scheduled by model for July 15).  

Fiona was placed in “Become a Potter” which is only for grades 5-6 and she is in grade 8.  

I stopped looking at this point, so this list may not be exhaustive.  

Examples

I used the same user prompt, a system prompt of “You are a helpful 
assistant.”, and max_tokens = 3000.  

• This model call ran in about 10 seconds, much less than the minute for o1-preview.  

• Lots of bugs where the model is failing to keep track of details properly.  Kids were 
placed in classes which weren’t offered for their grade.  Kids were placed in classes 
that weren’t offered that week. 



Execution with OpenAI o1 

• I copy/pasted a long chunk of 
pages 9-20 into the prompt.
(So, the input was text-only, not image of 
that brochure page.)

• This took about one minute to 
run.  

• I purposefully asked for it to go 
until August 23 when the camp’s 
offerings end on August 16, the 
week before, to see what it 
would do. 



This functionality lends itself to other scenarios as well 

Math

Puzzles

Coding
When you don’t need it to keep track of nuanced level of 
detail, GPT-4o can be comparable in quality, and it is 
currently much faster and less expensive to call.

Take Note!
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OpenAI o3 mini: 
Future Reasoning Model Development 
to Artificial General Intelligence (AGI)

Reinforcement learning was used to teach o3 to "think" 
before generating answers, using what OpenAI refers to as a 
"private chain of thought". This approach enables the model 
to plan ahead and reason through tasks, performing a series 
of intermediate reasoning steps to assist in solving the 
problem, at the cost of additional computing power and 
increased latency of responses





Demo:
Comparing GPT-4o, o1-Preview, o3-mini-Preview



OpenAI Forum: Learning to 
Reason with LLMs





























Other Competitive 
Reasoning LLMs
Selecting Other Models To Be More Reasoning and Lower Price?



Small Reasoning Models

Cost
Effectiveness

Deployment 
Flexibility

Ultra-low 
Latency

Easier to 
Customize



Use Cases of Small Reasoning Models

Latency bound scenarios where fast response times are critical

Cost constrained tasks and use cases

Resource constrained environments

Select tasks can see improved performance via fine-tuning (vs. large 
model out-of-box)



Open-Source Reasoning Models
Selecting Other Models To Be More Reasoning and Lower Price



Alternative Reasoning LLMs

Llama 3.3 70B Instruct: This model from Meta has strong mathematical 
reasoning and code generation capabilities. It has a 128k-token context 
window and is comparable to top closed-source models like GPT-4o.

DeepSeek R1 specifically designed for complex reasoning tasks, like logical 
inference and problem-solving, with a focus on providing accurate and 
structured solutions, often considered comparable to OpenAI's o1 model 
while being more cost-effective; it stands out due to its open-source nature 
and accessibility for both commercial and personal use. 

Microsoft’s Phi-4 mini outperforming models of similar and larger sizes 
across various benchmarks in language, reasoning, coding, and math but 
seems overfitted when we looked at MMLU.

Typhoon T1 is an open-source Thai reasoning model that uses large 
language models (LLMs) to generate a chain of thought before answering a 
question. It was developed by SCB 10X. 



Expanding SCB 10x Typhoon T1

Typhoon T1 is an open-source Thai reasoning model that uses large 
language models (LLMs) to generate a chain of thought before answering a 
question. It was developed by SCB 10X. 

Data Preparation Flow – SCB 10X



<thoughts>

<plan>
 <step order="1">Understanding the scale relationship</step>
 <step order="2">Setting up the proportion</step>
 <step order="3">Cross-multiplying to solve for the model distance</step>
 <step order="4">Calculating the final result</step>
 <step order="5">Verifying the calculations</step>
</plan>

<step>
 <title>Understanding the scale relationship</title>
 <scratch_pad>
 The scale given is 1.5 cm to 50 m. This means that every 1.5 cm on the model 
corresponds to 50 meters in reality.
 </scratch_pad>
 <summary>I'm clarifying the scale relationship to ensure accurate 
calculations.</summary>
 <next_step>Setting up the proportion</next_step>
</step>



<step>
 <title>Setting up the proportion</title>
 <scratch_pad>
 Let \( x \) be the distance on the model (in centimeters). The proportion can 
be set up as follows:
 \[
 \frac{1.5 \text{ cm}}{50 \text{ m}} = \frac{x \text{ cm}}{150 \text{ m}}
 \]
 This represents the relationship between the model and the actual distance.
 </scratch_pad>
 <summary>I've established the proportion based on the scale 
provided.</summary>
 <next_step>Cross-multiplying to solve for the model distance</next_step>
</step>

…

</thoughts>



<response>
To find the distance between the two trees on the model, we use the scale provided.

### */Given:*/
- Scale: 1.5 cm corresponds to 50 m.
- Distance between the trees in reality: 150 m.

### */Step-by-step Calculation:*/

1. */Set up the proportion:*/
 \[
 \frac{1.5 \text{ cm}}{50 \text{ m}} = \frac{x \text{ cm}}{150 \text{ m}}
 \]

2. */Cross-multiply:*/
 \[
 1.5 \cdot 150 = 50 \cdot x
 \]
 Simplifying gives:
 \[
 225 = 50x
 \]

3. */Solve for \( x \):*/
 \[
 x = \frac{225}{50} = 4.5 \text{ cm}
 \]

### */Final Answer:*/
The distance between the two trees on the model is */4.5 centimeters*/.
</response>



Demo:
Comparing GPT-4o, o1-Preview, o3-mini-Preview, 
along with Open-sourced models in GitHub Models



Key Takeaways and FOSSASIA
What do we have learnt from this session….?



Key Takeaway:

The o1 models are designed to tackle 
reasoning and problem-solving tasks with 
increased focus and capability.

Do not automatically upgrade everything 
to use the o1 model.  It is a different class 
of reasoning model from GPT 4 series. 



Think it carefully, before using it!



All Models Are Not 
Same in The Usage!
Try To Use It Sustainably and Consider on Energy Consumption!



Thank you 
for your 
participation
Hope we could see each other again 
next time! 

Follow me at @boatchrnthn on 
Social Media and @chrnthnkmutt on 
GitHub
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